Introduction

I've been asked to talk to you about "forensic bioinformatics", which we’ve loosely defined as the art of working from raw data and reported results to infer what the methods must have been. We've practiced this art because the data, methods and code provided in many scientific papers are empirically inadequate for others to reproduce the reported results. Others have noted, and we agree, that forensic bioinformatics shouldn't be required. But we don't expect this art to become irrelevant anytime soon. 

I was asked to address six specific questions, in addition to providing general comments. The questions (reordered) are: 

1. What barriers did you experience in getting your questions answered once problems were identified?

2. Describe your experiences working with journals relative to the Duke case.
3. Was this experience similar or different from other forensic bioinformatics work you have done?

4. The committee is interested in doing a case study of the development of the OvaCheck test. What advice do you have for the committee, based on your experience in looking at the development of that test?

5. What motivates a forensic bioinformatics analysis in general, and what motivated it for the Duke case (briefly)?
6. Based on your experience, what recommendations can this IOM committee make that will improve the reproducibility and overall quality of bioinformatics research, omics-based test development, and other research and development based on high-dimensional data?

Since it’s relevant to several of the questions posed, I’m going to begin with a brief overview of our interactions with the Duke group and the journals between the appearance of the Potti et al. Nature Medicine article in late 2006 and our learning that clinical trials were underway in June of 2009; events since that point have been adequately documented elsewhere (Goldberg, Oct 2, 23, 2009; Jul 16, 2010). I'll then try to address each of the specific questions in turn. 

Our view of the history

Potti et al. appeared in the November 2006 Nature Medicine. We were asked how to reproduce this approach by colleagues who were curious about getting it to work at MD Anderson.

2006

Our first email to Nevins was on November 8, 2006. In that note, we expressed interest in the approach, and asked for clarification of the details. To begin with, we asked for help identifying the specific cell lines and array data used to construct the signatures. 
Nevins was out of town and “fairly inundated with requests from people about the analyses in the paper”, but responded on November 16 indicating that they'd definitely get the relevant information to us. He forwarded our request to Potti, who sent us two files later that day: lists of cell lines used for the taxanes they'd examined (docetaxel and paclitaxel), and

“the actual predictors themselves which are also attached (for all the drugs in the paper). I have them listed as 0 and 1 to represent the cell lines chosen to represent the extremes of sensitivity and resistance.” 

The latter file was an Excel table with 12558 rows and 134 columns, not including an initial column listing probeset ids and a header row specifying (for example) Adria0,0,0,0,0,1,1,1,1,1,Adria1, etc.; the cell lines were not specifically identified by name.
We sent them our first report on November 21. Working from the NCI60 quantifications posted by Novartis, we identified the cell lines for 5 of the 7 drugs they checked (Adria, Etopo, 5-FU, Topo, and Taxol); the probesets (rows) in the table were in the same order as in the Novartis data. We didn’t match the columns for docetaxel and cytoxan. These columns were grossly different, indicating the probeset labels were wrong, and suggesting these columns came from a different source file. It appeared to be the same source file, as the docetaxel and cytoxan data were identical save for reversing the sensitive and resistant labels. (Much later, we identified these columns as coming from the test data for docetaxel posted to the Gene Expression Omnibus (GEO) by Chang et al (Lancet, 2003); the probesets were given in the Chang et al ordering for all but the last 20 or so rows.)
Potti replied later that day with a revised table for docetaxel (now matching the NCI60 data). 

We thanked him, and asked again for the cytoxan data. 

We sent our next questions and reports on November 27. We checked the drug sensitivity data for the cell lines we inferred, and found that some “sensitive” lines were more resistant than some “resistant” lines and vice versa. We asked for confirmation that we had the right cell lines, and for guidance on how these cell lines were selected. To be certain we were working with the same drug sensitivity information, we asked for the NSC numbers they used to query the Developmental Therapeutics Program (DTP) database.
We sent our next reports on December 4. We noted that the gene lists in their supplementary material appeared to have “off-by-one” indexing errors. Even accounting for this, there were also “outlier” probesets we couldn't understand. We noted the numbers of data columns (cell lines) sent for paclitaxel and cytoxan didn't match those in their paper, so we again asked for confirmation we had the correct cell lines. 

We followed up on December 13. We reiterated four questions: 

1. Had we correctly identified the cell lines used for each drug? 

2. Could they send the data for cytoxan? 

3. Could they send the NSC numbers and rules for selecting cell lines? 

4. Could they confirm the off-by-one indexing error? 

We then added three more:
1. For the docetaxel test data, Figure 1 indicated 13 sensitive and 11 resistant samples, but Chang et al (the source of the data) identified 11 and 13, respectively. Were the labels revised somehow?

2. For the topotecan and paclitaxel test data shown in Figure 2c, what data were used and what were the outcomes? 

3. For the adriamycin test data in Figure 2c, the GEO datasets mentioned (GSE650 and GSE651) listed 94 sensitive and 28 resistant samples, but the figure showed roughly the reverse (we later counted 23 and 99 precisely). Could they please explain? 

Later in December, we learned Nevins would visit MD Anderson on Jan 24, 2007, so we arranged to meet with him. 

In late December, Nevins and Potti wrote that they had posted new data to their supplementary web page, and pointed us there for some clarification. In response to our questions about the precise probesets used, they observed that
“it is important to note that the predictors are the statistical models, as defined by the specific training sets and the method of analysis. The genes we provide represent the top weighted genes identified by the models. We have stated in several previous publications from our group that the predictive models are in fact an average of the top models that are generated in the analyses – the analysis method generates many predictive models and then averages across the top models to generate the prediction. That said, it is also true that the genes identified in these models certainly do carry the information that forms the basis for predictions. As an example, we have in several instances taken a list of genes identified in a similar manner and converted to an RT-PCR based assay – it still requires the same modeling process but now using a different assay for the group of genes. Again, the predictions are based on the models we have developed, as uniquely defined by the training set of samples. Yes, this translates into a set of genes that constitute the models but it is the model that is the key.”
This confused us, because (a) it didn’t match our understanding of what the methods described, and (b) we then didn’t understand what the gene lists were supposed to represent. In our view, the data provided didn’t address the questions we’d posed. 

We followed up on December 27, asking for confirmation re cell line identities, methods of cell line selection, clinical information for the test samples, off by one errors, NSC numbers, etc.
By December 30, we had started working through their code. We precisely matched the published heatmaps for all drugs save cytoxan.

2007

In mid-January, we attempted to make predictions using the data for docetaxel. Our predictions failed. 

On January 22, 2007, Nevins responded with more answers to our questions, acknowledging at this point that there had indeed been an indexing error for the gene lists, and that they were correcting this. He anticipated being able to clarify more points with us when he met with us. 

We met with Nevins on January 24, and went over further questions, including our difficulties with getting the docetaxel predictions to work. He assured us that he would get back to us. 

By February 8, we had progressed further with their code, and confirmed that some genes reported weren’t produced by their software (even allowing for the off-by-one error). We also noted that metagenes (SVDs) were fit to the training and test data jointly.

On February 14, we received an update from Nevins that they were still looking into assembling data that would address our questions. 

In late February, they posted new data to their website. In particular, they included a description of predictor generation (using docetaxel as an example) and a table for the adriamycin training data. The description involved several idiosyncratic steps that we couldn't see how to generalize. The number of cell lines in their table for adriamycin, 28, didn't match the number shown in their heatmaps, 22, and we couldn't match the LC50 values reported. The data did not provide what we thought we had asked for, which was an algorithm for selecting the cell lines to use. (Much later, in emails with the NCI, Potti clarified that there was no algorithm – PAF 18, p.23, dated April 29, 2010.)

In February/March, we applied their approach using their software and compared results obtained with the cell lines they reported with results obtained when we used random cell lines. Our classification results were no better than chance. 

On April 1, we told them about our experiments with randomly chosen cell lines, and our conclusion that we couldn't get the method to work. We repeated our concerns, and detailed the discrepancies we had observed. 

On April 25, we told them we intended to send a letter to Nature Medicine, and sent them our draft and supplementary reports. They acknowledged receipt that day, and promised feedback shortly. 

On May 1, Nevins replied with a list of objections and a continued assertion that their method worked. 

They asserted that they had checked the clinical data for adriamycin, though they now listed additional data sets as sources that made no sense in this context. In particular, the list of sources was expanded from “GSE650 and GSE651” to “GSE4698, GSE649, GSE650, GSE651, and others”. The initial sources, GSE650 and GSE651, contained samples found to be sensitive and resistant to daunorubicin, respectively, where daunorubicin is in the same drug family as doxorubicin (adriamycin). By contrast, GSE649 listed samples found to be resistant to vincristine (a different type of drug), GSE4698 identified samples in terms of response to overall (combination) therapy, and “others” was too broad a category. Individual samples were not identified either by name or by dataset. They continued to claim they could get the approach to work. They suggested that we were not doing what they did, and specifically suggested standardizing the training and test data sets before performing the contrasts. They concluded
“To the extent that you have invested effort and gone down an incorrect path because we failed to be sufficiently clear, we are sorry. We certainly do hope that you agree at this point that our methods for predicting response to chemotherapies indeed do work.”
They did not supply worked code or examples showing how they'd gotten it to work. 

On May 8, we sent a report showing that when we attempted the standardization they suggested, we saw no improvement. 

On May 15, they acknowledged our report, but still claimed they got good results. 

On May 16, we noted (and reported to them), that the outlier genes were those mentioned by name in the paper or, in the case of docetaxel, ones that split the test data. 

On May 26, they acknowledged our report, but with caveats:

“let me try to respond to the latest note but also with the hope that we can bring this to a close. ...

Let me be very clear on this point - the list of genes we published were genes generated from the training set.  As for the differences, we have said several times before that this is a stochastic process and each run of the analysis will generate a somewhat different list of genes with somewhat different regression coefficients.  As a result, we frankly don't put all that much emphasis on the precise list of genes and in good part, this is why we have not paid that much attention to your comments about where the genes come from. The explanation for the difference is simply that - what was published is the result of one run and what you see is the result of another run - we usually see a closer correspondence from run to run than what you are describing but its variable. I don't know how else to explain it. In any event, that's where the genes come from and no where else.”
On May 30, we sent a report showing the gene lists were not stochastic, and noted we still thought mistakes had occurred. 

On Jun 13, 2007, we submitted our initial note to Nature Medicine. 

On Jun 22, 2007, Nevins acknowledged that the lists were not stochastic, and that that had been an error for which he took responsibility, but that they had now generated "final" gene lists. He concluded

“Finally, let me repeat once more that we stand by the results of our original methods and the predictions.  We again repeat that there is nothing wrong with the original methods. ... This has been a long and difficult process. To a large extent, we have brought it on ourselves by being less than accurate in the description of many aspects of the analysis. I will say, however, that we have had many other questions and inquiries about aspects of this work from other groups and have also dealt with them in a straightforward and responsive manner. To a degree, the process of discussion with you has been difficult because of the tone, which has had an accusatory nature from nearly the beginning. We believe our results are sound and represent an approach as a basis for selecting chemotherapy for patients. We have made some errors, we appreciate that you have helped us to correct these, and now we would like to go forward with our work.”
We replied that day apologizing for anything we wrote that might have been “accusatory”, but again stated that we thought the results were wrong. 

It is important to note that we spent several months trading emails with the Duke investigators about these issues. We tried everything we could think of to get their approach to work. We talked with other investigators about whether this could work. The feedback we got from those we talked with was that they couldn’t reproduce the results either. 

In May 2007, though we didn't know it at the time, NCT00509366 (cisplatin vs pemetrexed in lung cancer) was first posted at clinicaltrials.gov, and listed as recruiting. The supporting publications listed were Potti et al (Nat Med 2006) and Bild et al (Nature 2006). 

We had kept MD Anderson investigators informed of our concerns, and in May we were asked about another paper from the same group, Dressman et al (JCO, 2007), in which pathway signatures were used to predict response to therapy in ovarian cancer. Again, investigators at our institution were interested in using the approach, and in deciding whether scarce samples should be made available. When we checked the raw array data posted at Duke, roughly 3/4 of the samples were mislabeled, calling the clinical conclusions into question. We tried several qualitative approximations using both the labels supplied and those we thought were correct, but were unable to reproduce their results. The most dramatic changes we saw were driven by large batch effects. We reported these findings (with our reports) to the first and last authors (Holly Dressman and Johnathan Lancaster) in mid-July. We received an acknowledgement from Holly Dressman in late July, together with a note that they would try to address our concerns. 

In October, another paper (Hsu et al, JCO, 2007) appeared and claimed to have extended the Nature Medicine approach to deal with cisplatin and pemetrexed. We found it contained the same types of errors as the Nature Medicine paper. Worse, some of the genes named in the paper to establish plausibility weren’t on the arrays used. 

On October 17, 2007, though we didn't know it at the time, NCT00545948 (vinorelbine vs pemetrexed in lung cancer) was first posted at clinicaltrials.gov, and listed as recruiting. The supporting publications listed were Potti et al (Nat Med 2006) and Potti et al (NEJM 2006).

In November, our Nature Medicine correspondence appeared, together with a rebuttal by Potti and Nevins. They claimed our analysis was flawed, asserting

1. We got their results when we used their methods, as shown by our own supplementary reports, 

2. Their results for docetaxel were correct, and that data was posted on their website,

3. Their results for adriamycin were correct, and that data was posted on their website, 

4. They'd gotten the approach to work again, citing Hsu et al (JCO, 2007), and

5. They'd gotten the approach to work again in a blinded validation, citing Bonnefoi et al (then in press). 

No analyses were provided. 

All of these assertions were wrong. I countered claims 1-3 in a presentation I gave at the NCI the next day (November 7). We posted these counters on our supplementary web site,

http://bioinformatics.mdanderson.org/Supplements/ReproRsch-Chemo/Modified/index.html, by mid-November. 

We submitted letters to JCO re Dressman et al and Hsu et al in early November. Our letter re Dressman et al was accepted at the end of November. Our letter re Hsu et al was rejected, without explanation, in mid-December. We asked for clarification, but were rejected a second time, again without comment. 
Bonnefoi et al (2007) appeared in the Lancet Oncology in December. We downloaded the data from GEO, and sent a few questions to the listed contact, Pierre Farmer in Lausanne. He sent us the additional materials we requested, including the drug prediction scores, in short order. Given the scores, we were able to perfectly reproduce all subsequent analyses, but we identified several problems with the scores themselves. 
2008

In late January, 2008, we communicated the problems we had identified with the Lancet Oncology paper, with our reports, to Pierre (who had been traveling for much of the interim). Pierre forwarded them in turn to Mauro Delorenzi, the head bioinformatician from Lausanne on the paper. Mauro replied at the start of February, cc'ing Pierre and the first and last authors (Herve Bonnefoi and Richard Iggo), noting that the drug prediction scores were generated at Duke, and suggesting we contact Anil Potti. We sent our questions and reports to Potti on February 1, cc'ing the list above. Potti replied, noting first that

“I have had the chance to go through your documents in detail and will say right away that you have made a few assumptions that are incorrect and are critical to how the data is analyzed. As an example, it is clear that you have not performed the exact preprocessing (specifically the handling of data and going across to a X3P platform) that we employed in multiple aspects and this is probably the biggest reason for the lack of reproducibility. Further, your assumption of what we did in combining the probabilities is not entirely accurate either”

without providing any specifics of how our assumptions differed from theirs, claimed that they had helped other groups work through their methods, claimed that we were “biased from the very start” and concluded  
“I am sorry if I am being totally honest, but I hope you understand our hesitation in indulging in another discourse on a similar topic with your group, when you have (sic) already seem to have made up your mind that the approach is flawed.

Thanks again and I am really very sorry that I cannot be more helpful at this time.”

We replied that we disagreed with this interpretation, but did not have any further direct exchanges.

At the end of February, 2008, our letter re Dressman et al appeared in JCO, accompanied by a rebuttal from Dressman, Lancaster, Potti and Nevins. The rebuttal was fairly blunt, stating 
“To reproduce means to repeat, using the same methods of analysis as reported. ... Despite the source code for our method of analysis being made publicly available, Baggerly et al did not repeat our methods and thus cannot comment on the reproducibility of our work.”
They also asserted
“The initial mapping of data files to samples introduced an error when transporting the information into the table we posted on our Web page. This was a clerical error in generating the table and has no impact on the results.”
No code or separate reports accompanied the rebuttal. The posted data were not corrected until July 2009. No scripts were provided then. 

On March 13, 2008, though we didn't know it at the time, NCT00636441 (doxorubicin and cyclophosphamide vs pemetrexed and cyclophosphamide in breast cancer) was first posted at clinicaltrials.gov, though not recruiting. The status was changed to recruiting as of May 5th. The supporting publication listed was Potti et al (Nat Med 2006).

Between February and May, we corresponded extensively with Mauro Delorenzi, who was also trying to replicate the results. He was unable to do so, and was unable to clarify matters with Potti, despite repeated attempts. At the end of May, we submitted letters to both Nature Medicine (outlining the problems noted above) and to the Lancet Oncology. Nature Medicine asked to share our correspondence with Potti and Nevins, and we agreed. 

On June 9th, the Lancet Oncology rejected our letter “because the crux of the issue is a statistical debate with no right or wrong answer.” They further “bring you back to the withering criticism of

your work by Potti et al (Nature Medicine 2007; 13:1277-1278) '...they reproduce our results when they

use our methods'. To what extent have you answered their criticism here?” We had addressed that point in our letter to Nature Medicine, but not in our letter to the Lancet Oncology. 

On June 11th, Nature Medicine rejected our letter, citing the “detailed response” given by Drs. Potti and Nevins. 

In August, Nature Medicine published a correction by Potti et al, where they made adjustments to correct errors we reported with the adriamycin data and conducted a reanalysis. They claimed their main findings still held. The docetaxel data we critiqued was stripped from their website, as was the adriamycin data we critiqued. No new data were provided for docetaxel. New data were provided for adriamycin, but these were again flawed. 

In September, the Lancet Oncology published an erratum to Bonnefoi et al to reverse the sensitive and resistant labels attached to the cell line lists. 

We did not attempt further communications with Nature Medicine or the Lancet Oncology. 

We continued to read papers from the Potti/Nevins group in hopes of finding clearer explanations. 

2009

In February 2009, we noted that a heatmap used by Hsu et al (JCO, 2007) to represent cisplatin was used in Augustine et al (Clin Canc Res, 2009) but labeled as describing temozolomide. We reported this to the journals, and a corrected figure was shortly posted for Augustine et al. The corrected figure and text contained further problems. 

We did not attempt further communications with the journals. 

At the end of June, 2009, we learned that the three trials noted above were using genomic signatures to guide patient therapy, which led to our article in the Annals of Applied Statistics. 
The posted data were wrong throughout. 

The Specific Questions

Q1: What barriers did you experience in getting your questions answered once problems were identified?

Our communications focused on trying to clarify specific details. The characteristic pattern of our interactions was: (a) we would identify a problem, (b) we would report the problem, including a report with code to show precisely what were doing, (c) an answer partially addressing the problem would be supplied, and (d) in some cases the fixes involved changes to data supplied earlier. This last point is key, in that it made it almost impossible to establish data provenance – what precise data were used to obtain the results reported, whether or not those results were finally correct. This is one reason we prepare supplementary web pages with the data and code used for a publication, and freeze that page when the paper appears. We reserve a separate page for reporting subsequent modifications. 
Phrased slightly differently, the main problems we encountered were that

1. In many cases, when we asked questions the answers provided didn't appear (to us) to address the questions posed,
2. We couldn't get clarification in terms of 

(a) What samples were used (cell line and patient),

(b) Where these samples came from (with clinical information),
(c) How these samples were chosen, 

(d) How these were run through the software to produce the answers reported

3. The data posted on their website to explain what they did would change, so we felt like we were trying to hit a moving target. 

We were told that we weren’t doing what they did, but we weren’t supplied with the details of their procedure to let us replicate it. To quote Carey and Stodden (2010, summarizing our interactions re Dressman et al, and also highlighted at the blog site noted in response to Q2 below): “The rhetoric – that an investigation of reproducibility just employ “the precise methods used in the study being criticized” – is strong and introduces important obligations for primary authors. Specifically, if checks on reproducibility are to be scientifically feasible, authors must make it possible for independent scientists to somehow execute “the precise methods used” to generate the primary conclusions.”

This has motivated much of our push for clear specification of data, code, and data provenance. 

The Duke review was eventually also a barrier, though we certainly didn’t see it as one when it began. The specific problems that made it a barrier were

1. The Duke reviewers didn’t verify the provenance of the data, 

2. The Duke report wasn’t published,

3. The Duke data weren’t released, and 

4. Members of the Duke administration and IRB withheld information (some of our reports) from the reviewers. 

Consequently, the review was neither complete nor transparent, but it was nonetheless used as the basis for restarting clinical trials. 

A final barrier we encountered involved appeals. We briefly talked with the ORI. They asked me two questions:

1. Can you prove that this is the result of fraud?

2. Can you prove patient harm?

I could prove the posted data were wrong (a statement of fact), but I couldn't prove that those mistakes were there by design (a statement of intent). Likewise, I couldn't prove patient harm (at the time) because I didn't (and don't) know how these signatures were actually being used in the trials, and I didn't know if the signatures actually had any utility being translated into harm through directionality swaps (getting sensitive and resistant labels reversed). We had communicated our concerns to the NCI throughout, but we didn’t know what was happening there. We simply didn’t know where we could have gone next.  

Q2: Describe your experiences working with journals relative to the Duke case.

Much of this has been touched on in the history given above.

In general, we were disappointed with our experiences with the journals (the Annals of Applied Statistics excepted), in large part because there was little weighing of the strength of evidence that we could discern. When we reported that problems were present, we did not do so lightly. We provided the full documentation, data and code required for others to reproduce our findings with relative ease. This constituted (in our view) fairly strong, or at minimum precise evidence, so that if our claims were wrong, the specific points of disconnect could be identified and clarified. In return, we hoped that the authors would provide like evidence. They did not. In particular, we were disappointed that when we made critiques with documentation, rebuttals with unsupported assertions were allowed. Some of this may follow from the fact that detailed reanalyses do not fit neatly into the category of “Letters to the Editor” but represent independent investigations in their own right. 

Some of our disappointment may follow from the phrasing of our letters. In particular, in our note to the Lancet Oncology, we noted that we provided all of our documentation for others to check because it was possible that we’d made mistakes. We didn’t think we had (and still don’t), but we were trying to establish exactly what we had done so that criticisms, if any, could be made precise. This acknowledgement of possible fallibility did not go over well. In like vein, since this is our subjective perception, we have included our unpublished letters and the associated editorial communications as supplementary documents.

A related issue is that while we noted problems with other papers in the interim, our level of evidence was weaker than in the cases discussed above, so we simply noted the discrepancies because we thought any letters to this effect would be seen as “carping”. Of course, in some cases the reason our level of evidence was weaker is because the data and code that would be required to question the paper were not supplied. This was the case with the Potti et al NEJM paper. We had reservations about this paper, and shared these with others, but were never sure we were doing anything approximating what they had done. As the documents released by the NCI at your first meeting showed, this was a case where forensics would have failed because we, unlike the NCI, could not compel the production of the data and code used to produce the results reported. 

The next journal comments came after the Rhodes scholar story was reported by the Cancer Letter on July 16, 2010. 

On July 23, 2010, the Lancet Oncology issued an “expression of concern” re Bonnefoi et al. (2007) 

On September 23, 2010, we were contacted by JCO, which was conducting an investigation of Hsu et al. (2007) They asked us to please resend the critique we had sent in 2008. We did, along with copies of subsequent reports we had prepared outlining further problems with the cisplatin/pemetrexed predictors.

Hsu et al. (JCO, 2007) was officially retracted on Nov 16, 2010. 

Potti et al. (Nat Med, 2006) was officially retracted in the Jan 2011 issue. 

Bonnefoi et al. (Lancet Oncology, 2007) was officially retracted in the Feb 2011 issue.

Potti et al. (NEJM, 2006) was officially retracted on March 2, 2011. 

With respect to Dressman et al (JCO, 2007), we posted a brief “rebuttal to the rebuttal” on the web page for our letter, http://bioinformatics.mdanderson.org/Supplements/ReproRsch-Ovary/Modified/index.html. This study and our critique were later examined by Carey and Stodden (2010) http://books.google.com/books?isbn=144195712X; http://www.bioconductor.org/packages/2.6/data/experiment/vignettes/dressCheck/inst/doc/jcolet3.pdf
who largely agreed with our findings. The interchange has recently been summarized in the blogosphere http://wattsupwiththat.com/2011/02/26/the-code-of-nature-making-authors-part-with-their-programs/ in the context of climate change and the need to make data and code available. 
We were able to qualitatively match the Bild et al. (Nature, 2006) results. Using the posted cell line array profiles and performing our own contrasts, we came up with gene lists substantially overlapping those reported, and probesets they reported that weren't on our "top lists" nonetheless had small p-values, suggesting the differences could have arisen from subtle changes in processing.  

Q3: Was this experience similar or different from other forensic bioinformatics work you have done?

We don't do a lot of in-depth forensic bioinformatics, because time constraints (and lack of explicit funding) make this impossible. We discuss the OvaCheck case more explicitly below. We do apply some forensic tests of a quick variety on a day-to-day basis. I mentioned some of these in my answer to Question 1, but we have also assembled a more extensive checklist of things we look for when skimming a paper to assess likely reproducibility http://bioinformatics.mdanderson.org/Reproducibility/checklist-v1.html. 

Against this backdrop, I would say the specific types of problems we encountered were similar, but the scale was different. As we noted in the discussion to our Annals paper, the most common mistakes are simple. The off-by-one error is something that we could easily see making; we have seen similar problems in our own work. (We explicitly check any step that involves a disconnect between numbers and the supporting annotation, since label scrambling is easy.) We identified such scrambling of gene labels in the 2002 Critical Analysis of Microarray Data (CAMDA) competition. We have seen scrambling of sample labels affecting data from The Cancer Genome Atlas (TCGA); we reported this in 2010, and it was quickly fixed. We have frequently encountered confounding of the experimental design. More broadly, we have often seen: 

1. Lack of code, or poor documentation of the code,

2. Lack of evidence re data provenance, and

3. Lack of clinical information and relevant metadata. 

Lack of reproducibility and lack of data have also been noted elsewhere (Ioannidis et al, Nat Gen, 2009, Ochsner et al, Nat Meth, 2008). Individual problems of the types discussed above are not uncommon.

In this particular case, however, the number of mistakes was so large that it was hard to tell the story clearly, which may also have hindered our ability to get the message out to journals. We spent a large amount of time trying to clarify key points even for those interested in sharing the story; Paul Goldberg of the Cancer Letter in particular helped a lot in terms of distilling the essence of what we were trying to convey. The fact that it had already proceeded to clinical trials added another level of scale, as did the later trial suspensions and restarts. But, as Lisa McShane noted in her testimony in your last meeting,

“I think that one of the things that made this so difficult for people to get their arms around are that
the Duke investigators were often steering things towards “well we’ve used this highly sophisticated statistical algorithm and you’re trying to reproduce it but you’re not doing it exactly the way we did it” and in fact the problems ended up being much more simple than that. As I had said to Duke officials early on in our discussions over the last year: This is not rocket science. There is computer code that evaluates the algorithm. There is data. And when you plug the data into that code, you should be able to get the answers back that you have reported. And to the extent that you can’t do that, there is a problem in one or both of those items. But it is amazing how throughout this process people still kept thinking that it was just debates about statistical issues. It really wasn’t debates about statistical issues. 

It was just problems with data and changing models.”  

There was another point that confused us for quite a while, which was the Duke group’s repeated claim that they had gotten their approach to work in a blinded validation. We didn’t see how this could be the case, and it was a continued objection to our findings. This claim was also made in support of the Potti et al. (NEJM, 2006) paper, which was a major reason for the credence given that paper. With respect to the Potti et al. (Nat Med, 2006) approach, the claims of blinded validation referred to Bonnefoi et al., but, as the Cancer Letter reported (Goldberg, Oct 23, 2009), when this was made clear the Duke group’s coauthors explicitly contradicted this assertion, showing (with the files sent) that the study was not blinded. In Lisa McShane’s presentation at your last meeting, we learned that the NCI had concerns about the claims of blinding in the NEJM paper as well. This is a more problematic issue for which we do not have a general solution. 
Q4: The committee is interested in doing a case study of the development of the OvaCheck test. What advice do you have for the committee, based on your experience in looking at the development of that test?

We’ve spoken extensively about the OvaCheck test (http://odin.mdacc.tmc.edu/~kabagg/videos.html
has a presentation I gave late last May), generally under the heading "Proteomics, Ovarian Cancer and

Experimental Design", and some of the most relevant references are listed below. (Petricoin et al, Lancet, 2002, Baggerly et al, Bioinformatics, 2004, Endocrine-Related Cancer, 2004, JNCI 2005, Liotta et al JNCI 2005, Ransohoff, JNCI, 2005, Ransohoff, Nat Rev Cancer, 2005; see also Baggerly et al, Cancer Informatics, 2005, Hu et al, Briefings in Functional Genomics and Proteomics, 2005). 
Very briefly, the main problems we saw there involved confounding of the experimental design – differences in proteomic profiles attributed to biology were actually driven by artifacts because run order wasn't randomized. We were able to show this because the spectra were made publicly available and because there were several data sets we could contrast. Unfortunately, while the data we examined were generated in 2002 and 2003, complete confounding of the experimental design is far from uncommon even today (e.g., we noted this issue with the Bonnefoi et al data published at the end of 2007, and there are many more recent examples). Confounding is a major problem, because batch effects are both ubiquitous and large with high-throughput biological data. In a recent review (Leek et al, Nat Rev Gen 2010), we looked at several different types of assays and showed how batch effects could and did distort the results for each. 

Some lessons we learned from OvaCheck involved

1. The importance of basic experimental design,

2. The importance of access to the raw data, and

3. The importance of access to metadata, such as sample run order and outcome status. 

In addition to run order, related studies made us very conscious of biases that could be introduced by imbalances in sample collection stages of the process as well. 

(Pollack, New York Times, 2004, 2008, see also Ransohoff, Nat Rev Gen, 2005 for a discussion)

These are lessons we have tried to emphasize since. Design I think is clear, and raw data I have mentioned above, but I want to reemphasize the need for metadata as well. There are quite a few datasets in public databases such as GEO where we can get array quantifications but not clinical information; we have the numbers, but we don't know which sets to contrast. With Affymetrix array data, one of our first processing steps is to extract the run rate from the file header and plot “interesting” findings as a function of run date. If we cannot conduct such tests post facto, I can easily see us rediscovering batch effects yet again with whatever new assay we work with. 

We also learned some other lessons, some of which may be familiar.
Most of the problems we found involved “sanity checks” – something where we could identify what we expected to see and check for agreement or a contrast. A specific example here involves whether we could separate cancer and control using parts of the spectra driven by electronic noise. We shouldn’t be able to, but we could. Such checks also showed that the data analyzed weren’t what was posted (raw spectra were analyzed, baseline-subtracted spectra were posted), and that the software wasn’t properly used (spectra were calibrated using the software defaults, as opposed to being tuned). 
We tried to communicate our concerns about Petricoin et al (Lancet, 2002) study to the Lancet, but were told that the issues appeared to be too technical for their readership. Since we'd heard a clinical test was being prepared, we opted to publish in a less biological journal (Bioinformatics) to get the story out and raised our concerns in other venues (including the New York Times). On a more minor note, when we communicated later concerns to JNCI, we were told to trim our article to serve as a short communication, which we did. Our three-page communication was accompanied by two five-page commentaries. For both the Bioinformatics and JNCI papers, we posted our full data and code on our website, http://bioinformatics.mdanderson.org/supplements.html. 
We tried to communicate our concerns to the authors, and we met with them when they visited MD Anderson to express our concerns. Nonetheless, we were told in print that our analyses were flawed because had we communicated with them they would have identified some aspects of what they did that rendered our concerns vacuous. This assertion was made twice, without documentation provided in either instance, in one case asserting that we would have been told the data were randomized, and in the other asserting that we would have been told that they explicitly chose not to randomize. We reported what we saw in the data.
We had to dissect multiple papers and datasets to understand what was going on, and to refute claims that our analyses were flawed. This was a protracted process. For this reason, forensic bioinformatics should not be relied on as a safeguard, though it can provide illuminating case studies. 

Q5: What motivates a forensic bioinformatics analysis in general, and what motivated it for the Duke case (briefly)?

The quick answer is the clinical relevance of the findings, and that we wanted to show/help MD Anderson researchers and clinicians who wanted to apply the work how/to do similar research. 
There are many papers whose results we can't reproduce, but in most cases we have neither the time nor the interest to pursue the matter. However, if the claims are of sufficient applicability that many of our colleagues express interest, we'll check to see whether we understand the methods well enough to adapt them to situations they encounter. We apply this importance filter (a) because we have quite a bit of work dealing with data generated inside MD Anderson, and (b) because the type of reconstruction involved can be quite time-consuming. 

In the Duke case, the clinical relevance was obvious, and several investigators at MD Anderson expressed interest as soon as the Potti et al. Nature Medicine paper came out. 
A related question is what motivated us to keep going for as long as we did. Here, we were certain that mistakes were present (because we could match some of the results after introducing these errors) and given the amount of correspondence we received, we thought the issue was important enough that it needed to be resolved publicly. After the first few papers (where we were specifically asked to check them), the “marginal cost” of checking others was much lower for us than for others. Finally, once we heard that clinical trials were underway, it became an ethical issue. As things proceeded, however, we were increasingly at a loss as to what else we could do.

Another related question is whether we employ methods or checks we employ that may suggest whether a more in-depth analysis will be required.

1. We do quick checks to see if the paper clearly states the locations of the data and code employed, and whether these are actually there.

2. Whenever possible, we plot clinical variables and interesting expression values as a function of run date to spot potential batch effects and design flaws. 

3. We apply simple tests to see if we can get qualitatively similar results. “Fragile” results are suspect.
4. We look for simple graphical illustrations. A related point is that we look very closely at the figures to see if we understand how they were constructed. 
5. We try to identify simple gold standard tests where we know what the answers should be a priori. Most of these fall under the heading of “sanity checks” – e.g., do known subtypes separate?
Q6: Based on your experience, what recommendations can this IOM committee make that will improve the reproducibility and overall quality of bioinformatics research, omics-based test development, and other research and development based on high-dimensional data?

Much of this falls under the heading of “provide data”, but with the added twist that one should provide data clearly. Some of the things we’re looking for are summarized in the note we wrote to Nature last year (Baggerly et al, 2010), and some of the reasons we think they’re important are mentioned in an editorial we wrote for Clinical Chemistry that’s currently in press (Baggerly and Coombes, 2011; I forwarded proofs to the IOM earlier). 
Many of the recommendations I would suggest parallel those put forward in the draft TMQF guidance document that Duke has recently circulated. They emphasize

1. Clear data provenance, including the potential for auditing such provenance before trials are begun, 

2. Early involvement of quantitatively trained personnel,

3. A clear chain of accountability, and 

4. Special review of conflicted research.

One area where I would be more specific is in the arena of embracing a shift in culture. For analyses (not just high-throughput analyses) to be checkable and properly “falsifiable” in Karl Popper’s terminology, data, code, and enough evidence of provenance need to be supplied for these analyses to be reproduced. Victoria Stodden recently conducted a survey to try to identify why investigators were reluctant to make such data available. A major concern was the amount of time required to assemble such information at publication time. While we sympathize, we would echo Fernando Perez's observation (from an AAAS session on reproducibility on Feb 19, 2011, slides and audio at http://www.stanford.edu/~vcs/AAAS2011/) that if reproducibility only becomes a concern at publication time, you've waited too long. The idea that someone should be able to reproduce your analyses should be a concern from the beginning. 
On March 23, 2011, I participated in a panel session at the ENAR meeting of the International Biometric Society in Miami about Ethics in Biostatistics, with an emphasis on reproducibility (Larry Kessler was also on the panel). My notes for that session are in your handouts. A large part of that discussion centered on the roles of the various stakeholders. One role I allocated to the institutions was to help with providing training in beginning and documenting experiments with end-stage reproducibility in mind from the outset. This involves infrastructure: agreement on how the data will be stored, and tools to make this easy. As an example, Victoria Stodden is now teaching a course at Columbia (in the Statistics department) where the students are trying to reproduce results from the literature, while documenting their own efforts sufficiently clearly for the other students to reproduce their findings. I have attached her course outlines and some comments as a supplement.  
In our own group we have implemented complementary approaches:

1. We write reports using Sweave. There is a caveat that this requires some familiarity with both the R statistical software and the Latex typesetting system, so tools such as GenePattern (discussed in the AAAS session noted above) may be more widely accessible,
2. We structure our reports to emphasize clarity, and
3. We have pursued this approach long enough that base level implementation has become habitual. 

Science (as of Feb 11, 2011) requires that the code, in addition to the data required to reproduce reported results, be made available upon request.

However, deposition rates for data, even when these are nominally required, are often low (Ioannidis et al, Nat Gen, 2009, Ochsner et al, Nat Meth, 2008). This is an area where journals could check, after acceptance but before publication, to confirm that data and code locations are provided and that something is actually there. One group that has been trying to improve this situtation is MGED (now FGED), which drafted the initial MIAME standards for microarrays (Brazma et al, 2001), and is now trying to further clarify rules for improving reproducibility. As a matter of disclosure, I am affiliated with FGED, as is John Quackenbush.  
In closing, I will reiterate some points we made in our Annals discussion. The most common mistakes people make are simple ones. If the analyses are well-documented, these mistakes can be readily found and fixed. In the absence of such documentation, the most simple mistakes may be common.

References
Augustine CK, Yoo JS, Potti A, Yoshimoto Y, Zipfel PA, Friedman HS, Nevins JR, Ali-Osman F, Tyler DS. Genomic and molecular profiling predicts response to temozolomide in melanoma. Clin Cancer Res. 2009 Jan 15;15(2):502-10. Erratum in: Clin Cancer Res. 2009 May 1;15(9):3240. PMID: 19147755.

Baggerly KA, Morris JS, Coombes KR. Reproducibility of SELDI-TOF protein patterns in serum: comparing datasets from different experiments. Bioinformatics. 2004 Mar 22;20(5):777-85. Epub 2004 Jan 29. PMID: 14751995.
Baggerly KA, Edmonson SR, Morris JS, Coombes KR. High-resolution serum proteomic patterns for ovarian cancer detection. Endocr Relat Cancer. 2004 Dec;11(4):583-4; author reply 585-7. PMID: 15613439.
Baggerly KA, Coombes KR, Morris JS. Bias, randomization, and ovarian proteomic data: a reply to "producers and consumers". Cancer Inform. 2005;1:9-14. PMID: 19305627.
Baggerly KA, Morris JS, Edmonson SR, Coombes KR. Signal in noise: evaluating reported reproducibility of serum proteomic tests for ovarian cancer. J Natl Cancer Inst. 2005 Feb 16;97(4):307-9. PMID: 15713966.

Baggerly KA, Coombes KR, Neeley ES. Run batch effects potentially compromise the usefulness of genomic signatures for ovarian cancer. J Clin Oncol. 2008 Mar 1;26(7):1186-7; author reply 1187-8.
PMID: 18309960.

Baggerly KA, Coombes KR. Deriving chemosensitivity from cell lines: forensic bioinformatics and reproducible research in high-throughput biology. Ann. Appl. Statist. 2009, Dec; 3(4):1309-34. DOI: 10.1214/09-AOAS291.
Baggerly K. Disclose all data in publications. Nature. 2010 Sep 23;467(7314):401. PMID: 20864982.
Baggerly KA, Coombes KR. What Information Should Be Required to Support Clinical "Omics" Publications? Clin Chem. 2011 Mar 1. [Epub ahead of print] PMID: 21364027.
Bild AH, Yao G, Chang JT, Wang Q, Potti A, Chasse D, Joshi MB, Harpole D, Lancaster JM, Berchuck A, Olson JA Jr, Marks JR, Dressman HK, West M, Nevins JR. Oncogenic pathway signatures in human cancers as a guide to targeted therapies. Nature. 2006 Jan 19;439(7074):353-7. Epub 2005 Nov 6. PMID: 16273092.
Bonnefoi H, Potti A, Delorenzi M, Mauriac L, Campone M, Tubiana-Hulin M, Petit T, Rouanet P, Jassem J, Blot E, Becette V, Farmer P, André S, Acharya CR, Mukherjee S, Cameron D, Bergh J, Nevins JR, Iggo RD. Validation of gene signatures that predict the response of breast cancer to neoadjuvant chemotherapy: a substudy of the EORTC 10994/BIG 00-01 clinical trial. Lancet Oncol. 2007 Dec;8(12):1071-8. Epub 2007 Nov 19. Retraction in: Bonnefoi H, Potti A, Delorenzi M, Mauriac L, Campone M, Tubiana-Hulin M, Petit T, Rouanet P, Jassem J, Blot E, Becette V, Farmer P, André S, Acharya CR, Mukherjee S, Cameron D, Bergh J, Nevins JR, Iggo RD. Lancet Oncol. 2011 Feb;12(2):116. PMID: 18024211.

Brazma A, Hingamp P, Quackenbush J, Sherlock G, Spellman P, Stoeckert C, Aach J, Ansorge W, Ball CA, Causton HC, Gaasterland T, Glenisson P, Holstege FC, Kim IF, Markowitz V, Matese JC, Parkinson H, Robinson A, Sarkans U, Schulze-Kremer S, Stewart J, Taylor R, Vilo J, Vingron M. Minimum information about a microarray experiment (MIAME)-toward standards for microarray data. Nat Genet. 2001 Dec;29(4):365-71. PMID: 11726920.

Carey VJ, Stodden V. Reproducible research concepts and tools for cancer bioinformatics. In: Ochs MF, Casagrande JT, Davuluri RV, (eds). Biomedical Informatics for Cancer Research. New York: Springer, 2010;149-75.
Chang JC, Wooten EC, Tsimelzon A, Hilsenbeck SG, Gutierrez MC, Elledge R, Mohsin S, Osborne CK, Chamness GC, Allred DC, O'Connell P. Gene expression profiling for the prediction of therapeutic response to docetaxel in patients with breast cancer. Lancet. 2003 Aug 2;362(9381):362-9. PMID: 12907009.

Coombes KR, Wang J, Baggerly KA. Microarrays: retracing steps. Nat Med. 2007 Nov;13(11):1276-7; author reply 1277-8. PMID: 17987014.

Dressman HK, Berchuck A, Chan G, Zhai J, Bild A, Sayer R, Cragun J, Clarke J, Whitaker RS, Li L, Gray J, Marks J, Ginsburg GS, Potti A, West M, Nevins JR, Lancaster JM. An integrated genomic-based approach to individualized treatment of patients with advanced-stage ovarian cancer. J Clin Oncol. 2007 Feb 10;25(5):517-25. PMID: 17290060.

Goldberg, P. A biostatistic paper alleges potential harm to patients in two Duke clinical studies. The Cancer Letter, Oct 2, 2009.

Goldberg, P. Duke halts third trial; coauthor disputes claim that data validation was blinded. The Cancer Letter, Oct 23, 2009.

Goldberg, P. Prominent Duke scientist claimed prizes he didn’t win, including Rhodes scholarship. The Cancer Letter, July 16, 2010.

Hsu DS, Balakumaran BS, Acharya CR, Vlahovic V, Walters KS, Garman K, Anders C, Riedel RF, Lancaster J, Harpole D, Dressman HK, Nevins JR, Febbo PG, Potti A. Pharmacogenomic strategies provide a rational approach to the treatment of cisplatin-resistant patients with advanced cancer. J Clin Oncol. 2007 Oct 1;25(28):4350-7. Erratum in: J Clin Oncol. 2010 Jun 1;28(16):2805. Retraction in: J Clin Oncol. 2010 Dec 10;28(35):5229. PMID: 17906199.
Hu J, Coombes KR, Morris JS, Baggerly KA. The importance of experimental design in proteomic mass spectrometry experiments: some cautionary tales. Brief Funct Genomic Proteomic. 2005 Feb;3(4):322-31. Review. PMID: 15814023.

Ioannidis JP, Allison DB, Ball CA, Coulibaly I, Cui X, Culhane AC, Falchi M, Furlanello C, Game L, Jurman G, Mangion J, Mehta T, Nitzberg M, Page GP, Petretto E, van Noort V. Repeatability of published microarray gene expression analyses. Nat Genet. 2009 Feb;41(2):149-55. Epub 2008 Jan 28. PMID: 19174838.

Leek JT, Scharpf RB, Bravo HC, Simcha D, Langmead B, Johnson WE, Geman D, Baggerly K, Irizarry RA. Tackling the widespread and critical impact of batch effects in high-throughput data. Nat Rev Genet. 2010 Oct;11(10):733-9. Epub 2010 Sep 14. PMID: 20838408.
Liotta LA, Lowenthal M, Mehta A, Conrads TP, Veenstra TD, Fishman DA, Petricoin EF 3rd. Importance of communication between producers and consumers of publicly available experimental data. J Natl Cancer Inst. 2005 Feb 16;97(4):310-4. PMID: 15713967.
Ochsner SA, Steffen DL, Stoeckert CJ Jr, McKenna NJ. Much room for improvement in deposition rates of expression microarray datasets. Nat Methods. 2008 Dec;5(12):991. Erratum in: Nat Methods. 2009 Jan;6(1):109. PMID: 19034265.

Petricoin EF, Ardekani AM, Hitt BA, Levine PJ, Fusaro VA, Steinberg SM, Mills GB, Simone C, Fishman DA, Kohn EC, Liotta LA. Use of proteomic patterns in serum to identify ovarian cancer. Lancet. 2002 Feb 16;359(9306):572-7. PMID: 11867112.
Pollack, A. New cancer test stirs hope and concern. New York Times, Feb 3, 2004.

Pollack, A. Cancer test for women raises hope, and concern. New York Times, Aug 26, 2008.

Potti A, Mukherjee S, Petersen R, Dressman HK, Bild A, Koontz J, Kratzke R, Watson MA, Kelley M, Ginsburg GS, West M, Harpole DH Jr, Nevins JR. A genomic strategy to refine prognosis in early-stage non-small-cell lung cancer. N Engl J Med. 2006 Aug 10;355(6):570-80. Erratum in: N Engl J Med. 2007 Jan 11;356(2):201-2. PMID: 16899777. Retraction in: Potti A, Mukherjee S, Petersen R, Dressman HK, Bild A, Koontz J, Kratzke R, Watson MA, Kelley M, Ginsburg GS, West M, Harpole DH, Nevins JR. N Engl J Med. 2011 Mar 2. [Epub ahead of print] PMID: 21366430.
Potti A, Dressman HK, Bild A, Riedel RF, Chan G, Sayer R, Cragun J, Cottrill H, Kelley MJ, Petersen R, Harpole D, Marks J, Berchuck A, Ginsburg GS, Febbo P, Lancaster J, Nevins JR. Genomic signatures to guide the use of chemotherapeutics. Nat Med. 2006 Nov;12(11):1294-300. Epub 2006 Oct 22. Erratum in: Nat Med. 2007 Nov;13(11):1388. Nat Med. 2008 Aug;14(8):889. Retraction in: Potti A, Dressman HK, Bild A, Riedel RF, Chan G, Sayer R, Cragun J, Cottrill H, Kelley MJ, Petersen R, Harpole D, Marks J, Berchuck A, Ginsburg GS, Febbo P, Lancaster J, Nevins JR. Nat Med. 2011 Jan;17(1):135. PMID: 17057710.
Ransohoff DF. Bias as a threat to the validity of cancer molecular-marker research. Nat Rev Cancer. 2005 Feb;5(2):142-9. Review. PMID: 15685197.
Ransohoff DF. Lessons from controversy: ovarian cancer screening and serum proteomics. J Natl Cancer Inst. 2005 Feb 16;97(4):315-9. PMID: 15713968.

Supplements
Cover letter and initial report to JCO re Hsu et al, submitted Nov 2007. Rejection letter from Dec 2007.

Initial report to the Lancet Oncology re Bonnefoi et al, submitted May 2008. Rejection letter from June 2008. 

Second report to Nature Medicine re Potti et al, submitted May 2008. Rejection letter from June 2008. 

Materials for course on reproducible research from Victoria Stodden. Flyer, Syllabus, and preparation guide. 

Notes for ENAR panel on reproducibility, March 23, 2011. 
