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1 Introduction

OOMPA is a suite of object-oriented tools for processing and analyzing large
biological data sets, such as those arising from mRNA expression microarrays
or mass spectrometry proteomics. The ClassDiscovery package in OOMPA
provides tools to work on the “class discovery” problem. Class discovery is one
of the three primary types of applictions of microarrays described by Richard
Simon and colleagues. These are unsupervised methods that are intended to
uncover the underlying structure in a data set.

2 Getting Started

No one will be surprised to learn that we start by loading the package into the
current R session:

> library(ClassDiscovery)
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by using mclust, you accept the license agreement in the LICENSE file
and at http://www.stat.washington.edu/mclust/license.txt

The main functions and classes in the ClassDiscovery package work either
with data matrices or with ExpressionSet objects from the BioConductor
Biobase package. For the first set of examples in this vignette, we will use
simulated data that represents three different groups of samples:

> d1 <- matrix(rnorm(100 * 10, rnorm(100, 0.5)), nrow = 100, ncol = 10,

+ byrow = FALSE)

> d2 <- matrix(rnorm(100 * 10, rnorm(100, 0.5)), nrow = 100, ncol = 10,

+ byrow = FALSE)

> d3 <- matrix(rnorm(100 * 10, rnorm(100, 0.5)), nrow = 100, ncol = 10,

+ byrow = FALSE)

> dd <- cbind(d1, d2, d3)

> rm(d1, d2, d3)

Because the “raw data” is small by microarray standards, we can use the image
command to take a look at it. The ClassDiscovery package includes several color
maps that are more common in the microarray literature than the color maps
that ship with R. These include a green-black-red colormap (obtained via the
redgreen function), a blue-gray-yellow colormap (from blueyellow), shades of
red, green, or blue (from redscale, greenscale, or bluescale, respectively)
and a “jet” color map (from jetColors) that recapitulates the standard MAT-
LAB color map. Two examples are shown in Figure 1.

3 Distances and Clustering

The dist function includes a variety of distance metrics commonly used by
statisticians. However, it does not include the most commonly used metric in
the microarray literature, which is based on the Pearson correlation coefficient.
In addition, dist wants to compute distances between rows, not columns. In
most microarray applications, the convention is to store the samples as columns
and the genes as rows, and we are typically more interested in clustering the
samples. So, we have written a function called distanceMatrix that solves both
these problems. All the existing distance metrics in dist are available through
distanceMatrix, but some new ones are added. The first example clusters
the samples using Pearson correlation (Figure 2). As you can see, the imposed
three-group structure is visible in the dendrogram. Similar results are obtained
using Spearman rank correlation instead of the Pearson correlation (Figure 4).

3.1 Colored Clusters

Sometimes we want the known group structure to stand out clearly in a dendro-
gram, indicated perhaps by color. In our example, we have ten samples from
each of three groups, in order. Using plotColoredClusters, we can plot the
dendrogram with each group indicated using a different color (Figure 5).
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> par(mfrow = c(2, 1))

> image(1:nrow(dd), 1:ncol(dd), dd, xlab = "genes", ylab = "samples",

+ col = redgreen(64))

> image(1:nrow(dd), 1:ncol(dd), dd, xlab = "genes", ylab = "samples",

+ col = jetColors(64))

> par(mfrow = c(1, 1))
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Figure 1: Images of the simulated data using two different color maps.
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> pearson <- hclust(distanceMatrix(dd, "pearson"), "average")

> plclust(pearson)
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Figure 2: Hierarchical clustering using Pearson correlation to define distances.
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> spear <- hclust(distanceMatrix(dd, "spearman"), "average")

> plclust(spear)
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Figure 3: Hierarchical clustering using Spearman rank correlation to define
distances.
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> unc <- hclust(distanceMatrix(dd, "uncent"), "average")

> plclust(unc)
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Figure 4: Hierarchical clustering using Eisen’s uncentered correlation to define
distances.
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> myColors <- rep(c("red", "blue", "purple"), each = 10)

> myLabels <- paste("Sample", 1:30)

> plotColoredClusters(pearson, myLabels, myColors)
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Figure 5: Clustering by Pearson correlation, with the true group structure coded
by color.
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4 Checking the Robustness of Clusters

One important factor about clustering routines is that they always produce clus-
ters, whether or not clusters are truly present in the data. Thus, it is important
to have some tools available to try to determine if the clusters are believable.
One way to approach this problem, as decribed by Kerr and Churchill, is to
repeat the clustering using a bootstrap. If we are trying to cluster samples, for
example, we can use a bootstrap to repeatedly resample the genes used for the
clustering, and count how many times each pair of samples ends up in the same
branch of the dendrogram. Here is an example, using hierarchical clustering
with Pearson correlation and average linkage. Figure 6 displays the results, us-
ing a color map that ranges from pure blue (the samples are in the same branch
0% of the time) to pure yellow (the samples are in the same branch 100% of the
time).

> boot <- BootstrapClusterTest(dd, cutHclust, nTimes = 200, k = 4,

+ metric = "pearson", method = "average", verbose = FALSE)

> summary(boot)

Number of bootstrap samples: 200.
Number of rows sampled: 100.
A BootstrapClusterTest object.

Call:
BootstrapClusterTest(data = dd, FUN = cutHclust, nTimes = 200, verbose = FALSE, k = 4, metric = "pearson", method = "average")

Agreement levels:
Min. 1st Qu. Median Mean 3rd Qu. Max.

0.0000 0.0000 0.0000 0.2785 0.8400 1.0000

The default image display calls the heatmap function, which reclusters the
samples based on the bootstrap distance results. You can override this by sup-
plying a starting dendrogram, as in Figure 7.

Because the cluster test requires you to cut the dendrogram at a prespecified
level to produce k clusters, the results may be different for different values of
k. They can also be different if you change the metric or linkage method. You
can also use other clustering methods; the functions cutPam, cutKmeans, and
cutRepeatedKmeans can be used instead of cutHclust. If you want to write
your own version of these functions, they should take an argument data to
specify the data matrix and an argument k to specify the number of desired
clusters, and should return a numeric vector containing the class labels (in the
range 1 to k) for the samples. Additional optional arguments to control the
clustering algorithm can be added as desired, as long as they are given sensible
default values.

In some cases, there are not enough rows for a bootstrap resample to ade-
quately reflect the distribution. To deal with this case, we can perform a similar
reclustering process, where we add Gaussian white noise to the data matrix
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> image(boot, col = blueyellow(64))

6 8 7 3 5 4 2 10 1 9 27 23 22 24 25 21 30 29 28 26 18 11 19 15 13 16 14 20 12 17

6
8
7
3
5
4
2
10
1
9
27
23
22
24
25
21
30
29
28
26
18
11
19
15
13
16
14
20
12
17

Figure 6: Heatmap of the results of a bootstrap cluster test.
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> image(boot, dendrogram = pearson, col = blueyellow(64))
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Figure 7: Heatmap of the results of a bootstrap cluster test of the significance
of hierarchical clustering using Pearson correlation and average linkage.
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instead of using a bootstrap. Here is an example, using k-means to do the
clustering (Figure 8).

> kper <- PerturbationClusterTest(dd, cutKmeans, k = 4, nTimes = 100,

+ noise = 1, verbose = FALSE)

> summary(kper)

Number of perturbation samples: 100.
Noise level: 1.
A PerturbationClusterTest object.

Call:
PerturbationClusterTest(data = dd, FUN = cutKmeans, nTimes = 100, noise = 1, verbose = FALSE, k = 4)

Agreement levels:
Min. 1st Qu. Median Mean 3rd Qu. Max.

0.0000 0.0000 0.0100 0.2607 0.7800 0.9700

5 Principal Components Analysis

Principal components analysis (PCA) provides an alternative way to see which
samples are close to one another. One has to be careful when performing PCA
on large data sets, since the default behavior of the princomp function is to start
by constructing a possibly gigantic covariance matrix. We have implemented
the algorithm using a singular value decomposition (SVD) on the original data
matrix, which is computationally much more efficient. When there are known
classes (as in our example) we can easily display them in color (Figure 9).

We can also select the pairs of principal components (PCs) that we want to
display (Figure 10), although the default display of the first two is the one you
usually want. In order to figure out how many PCs are important, we can use
a “screeplot” (Figure 11). In our example, the first two components appear to
carry almost all of the information in the data set.

PCA is fundamentally a geometric procedure based on linear algebra, since
it works by choosing a convenient set of directions to serve as axes in a high di-
mensional space. In some applications, the PCs are used as features (sometimes
called“metagenes”) to build a classification model. In order to apply these kinds
of classifiers to new data sets, you have to be able to project new samples into
the same principal component space. To illustrate how this works, we simulate
some new data that does not really belong to any of the three classes, and we use
the predict method to project it into the principal component space. We can
then plot the resultsd of the PCA and overlay the projected points (Figure 12).

> newdata <- matrix(rnorm(10 * 100), ncol = 10)

> projected <- predict(spca, newdata)
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> image(kper, col = redgreen(128))
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Figure 8: Heatmap of the reproducibility of clustering using k-means under
repeated perturbations of the data.
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> trueClasses <- factor(rep(c("A", "B", "C"), each = 10))

> spca <- SamplePCA(dd, trueClasses)

> plot(spca, col = c("red", "blue", "purple"))
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Figure 9: PCA plot of the first two principal components.
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> plot(spca, col = c("red", "blue", "purple"), which = c(1, 3))
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Figure 10: PCA plot of the first and third principal components.
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> screeplot(spca)
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Figure 11: A “screeplot” of the PCA, which shows the percentage of variance
explained by each component.
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> plot(spca, col = c("red", "blue", "purple"))

> points(projected[, 1], projected[, 2], pch = 16)
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Figure 12: PCA plot, along with projections of a new data set.
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6 Mosaics: red-green heatmaps

<Sarcasm> When Mike Eisen and colleagues invented clustering, they also
introduced the now-ubiquitous red-green heatmaps beloved by color-blind re-
searchers around the world. As a result, everyone working with microarrays has
to be able to produce the same kinds of pictures in order to be taken seriously.
</Sarcasm>

Our answer to this challenge is the Mosaic class. We can use our simulated
data as an example, following the usual R convention in which we first construct
an object and then print it or display it (Figure 14). The summary tells us which
distance metrics and linkage methods were used to contruct the object. The plot
command then gives a simple interface to get the desired figure.

> mose <- Mosaic(dd, sampleMetric = "spearman", geneMetric = "pearson")

> summary(mose)

My mosaic, an object of the Mosaic class.

Call:
Mosaic(data = dd, sampleMetric = "spearman", geneMetric = "pearson")

Sample dendrogram constructed with "average" linkage and "spearman" distance metric.

Gene dendrogram constructed with "average" linkage and "pearson" distance metric.

Implementation Note: The hardest part of this whole thing was being
able to control the aspect ratio of the heatmap. This feature is not part of the
heatmap function in the stats package. Our solution was to modify the code
from that function to produce a new function that we call aspectHeatmap. This
modification added even more parameters to a function that was already almost
unusable in the hands of novice R users. (This claim is based on three years
experience teaching a course on the analysis of microarray data to a mixture of
statisticians and biologists.) The Mosaic class hides most of this complexity; the
only things you really neeed to know about are the hExp and wExp parameters
that act as expansion factors for the height and width of the figure, respectively.

7 Class discovery with ExpressionSets

As we mentioned earlier, the main functions in the ClassDiscovery work with
ExpressionSets as well as with plain old data matrices. For example, we can
load a sample data set from the Biobase package.

> library(Biobase)

> data(sample.ExpressionSet)

> s <- sample.ExpressionSet

> s

17



> plot(mose, hExp = 3, col = redgreen(64))
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Figure 13: Red-green heatmap based on two-way clustering of the data.
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> plot(mose, hExp = 3, col = redgreen(64), scale = "row", limits = 2)
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Figure 14: Red-green heatmap based on two-way clustering of the data, with
standardized rows (genes) and a symmetrically bounded colormap.
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> plclust(hclust(distanceMatrix(s, "pearson"), "average"))
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Figure 15: Hierarchical clustering of a sample ExpressionSet.

ExpressionSet (storageMode: lockedEnvironment)
assayData: 500 features, 26 samples
element names: exprs, se.exprs

phenoData
sampleNames: A, B, ..., Z (26 total)
varLabels and varMetadata description:
sex: Female/Male
type: Case/Control
score: Testing Score

featureData
featureNames: AFFX-MurIL2_at, AFFX-MurIL10_at, ..., 31739_at (500 total)
fvarLabels and fvarMetadata description: none

experimentData: use 'experimentData(object)'
Annotation: hgu95av2
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> plot(SamplePCA(s))
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Figure 16: Plot of the first two principal components of a sample ExpressionSet.
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> plot(Mosaic(s), hExp = 3, col = blueyellow(64))
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AFFX−hum_alu_at31315_at31596_f_at31477_at31719_at31720_s_at31481_s_at31622_f_at31627_f_at31623_f_at31463_s_at31468_f_atAFFX−HUMISGF3A/M97935_3_at31536_at31432_g_at31504_at31680_at31508_at31393_r_at31609_s_at31419_r_at31597_r_at31428_at31693_f_at31679_at31528_f_at31387_at31431_atAFFX−HUMISGF3A/M97935_MA_atAFFX−HUMISGF3A/M97935_MB_at31692_at31497_at31687_f_at31655_at31685_at31709_at31337_at31353_f_at31529_atAFFX−M27830_3_at31457_at31375_at31391_at31341_at31451_at31554_at31362_at31424_at31638_at31640_r_at31673_s_at31492_at31670_s_at31555_at31667_r_at31326_at31440_at31547_atAFFX−M27830_M_at31637_s_at31620_at31710_atAFFX−BioDn−3_at31621_s_at31701_r_at31617_at31737_at31382_f_at31498_f_at31506_s_at31659_at31543_at31487_at31344_at31586_f_atAFFX−HUMTFRR/M11507_3_at31339_at31510_s_at31517_f_at31642_at31665_s_at31631_f_atAFFX−BioDn−5_stAFFX−HUMRGE/M10098_M_at31371_at31729_at31541_at31652_at31662_at31319_at31512_at31317_r_at31581_at31723_at31516_f_at31672_g_atAFFX−HUMRGE/M10098_5_at31323_r_at31695_g_at31633_g_at31493_s_at31574_i_at31562_at31646_at31706_at31731_at31388_at31675_s_atAFFX−HUMTFRR/M11507_M_at31460_f_at31688_at31369_at31332_at31657_at31601_s_at31702_at31407_at31448_s_at31473_s_at31462_f_at31349_at31427_at31351_at31606_at31370_at31619_at31539_r_at31664_at31343_atAFFX−BioDn−5_at31513_at31310_at31308_at31390_at31630_at31327_at31435_at31409_at31376_at31400_at31651_at31611_s_at31696_at31489_at31666_f_at31403_at31316_at31494_at31359_at31309_r_at31674_s_at31336_at31656_at31553_at31338_at31518_i_at31563_at31398_at31401_r_at31718_at31470_atAFFX−TrpnX−3_at31459_i_at31542_at31486_s_at31318_at31334_at31421_atAFFX−BioB−M_st31678_at31404_at31571_at31653_at31585_at31578_at31732_at31713_s_atAFFX−YEL018w/_at31365_f_atAFFX−LysX−5_atAFFX−LysX−M_at31422_at31677_at31450_s_at31331_at31455_r_at31307_atAFFX−ThrX−M_atAFFX−DapX−3_at31628_at31345_at31580_at31603_atAFFX−MurIL4_at31501_at31361_atAFFX−ThrX−3_at31551_at31476_g_at31735_atAFFX−PheX−5_at31576_at31456_at31340_at31577_at31322_at31395_i_at31625_at31389_at31707_at31650_g_at31714_at31415_at31467_at31464_at31612_at31703_at31442_at31364_i_at31418_atAFFX−BioB−5_st31377_r_at31479_f_at31333_at31717_at31491_s_at31639_f_at31540_at31549_at31329_at31689_at31582_at31465_g_at31629_atAFFX−MurFAS_at31616_r_at31480_f_at31643_at31348_at31411_at31676_at31500_at31374_atAFFX−PheX−3_at31661_at31591_s_at31420_atAFFX−BioC−3_st31397_atAFFX−YEL024w/RIP1_at31507_at31346_atAFFX−HUMGAPDH/M33197_M_st31381_atAFFX−HUMTFRR/M11507_5_at31570_at31354_r_at31599_f_at31607_at31644_at31325_at31645_at31399_atAFFX−BioB−M_atAFFX−BioC−5_at31441_at31725_s_at31474_r_at31658_at31335_at31565_at31392_r_at31712_atAFFX−BioB−5_at31558_at31437_r_at31649_at31366_atAFFX−CreX−3_st31423_at31453_s_at31560_at31654_at31683_atAFFX−HUMGAPDH/M33197_3_st31368_at31447_at31358_at31532_at31660_at31394_at31429_at31588_at31647_atAFFX−TrpnX−M_at31367_at31615_i_atAFFX−PheX−M_at31537_at31632_at31534_at31452_atAFFX−CreX−5_at31454_f_at31733_at31352_at31461_at31373_at31618_atAFFX−DapX−5_at31360_atAFFX−BioC−3_at31483_g_at31548_atAFFX−HUMRGE/M10098_3_at31430_at31496_g_at31561_at31472_s_at31682_s_at31604_at31406_at31589_at31686_at31698_at31711_at31412_at31730_atAFFX−BioC−5_st31363_at31595_atAFFX−YEL002c/WBP1_atAFFX−ThrX−5_at31384_at31408_atAFFX−TrpnX−5_atAFFX−DapX−M_at31624_atAFFX−CreX−3_at31469_s_at31613_at31520_at31314_at31449_at31556_at31564_at31567_at31416_at31433_at31569_at31572_atAFFX−MurIL10_at31324_at31383_at31533_s_atAFFX−M27830_5_at31482_at31519_f_atAFFX−HSAC07/X00351_3_st31598_s_at31320_at31641_s_at31347_at31328_at31458_at31313_at31402_atAFFX−MurIL2_at31425_g_at31312_at31321_atAFFX−CreX−5_st31635_g_at31342_at31475_at31495_at31515_at31602_at31380_at31648_at31559_at31378_at31379_at31439_f_at31531_g_at31552_at31413_at31417_at31446_s_at31355_at31445_at31593_at31605_at31575_f_at31684_at31488_s_at31521_f_at31522_f_at31523_f_at31524_f_at31526_f_at31405_at31691_g_at31357_at31726_at31535_i_at31738_at31503_at31700_at31636_s_atAFFX−YEL021w/URA3_at31530_at31736_at31634_at31668_f_at31681_at31590_g_at31704_at31566_at31414_at31705_at31436_s_at31544_at31600_s_at31499_s_atAFFX−HUMISGF3A/M97935_5_at31438_s_at31579_at31490_at31386_at31739_at31724_at31727_at31594_at31699_at31471_at31443_at31514_atAFFX−BioDn−3_st31715_at31356_at31426_at31721_at31350_at31478_atAFFX−HSAC07/X00351_M_st31466_atAFFX−HSAC07/X00351_5_st31669_s_at31434_atAFFX−LysX−3_at31485_atAFFX−BioB−3_at31311_at31484_at31502_at31626_i_at31694_atAFFX−BioB−3_st31614_at31663_at31716_at31610_at31728_at31734_at31372_at31587_atAFFX−HUMGAPDH/M33197_5_st31410_at31550_at31592_at31525_s_at31690_at31608_g_at31671_at31557_atAFFX−HUMGAPDH/M33197_M_at31505_at31722_at31538_at31545_at31527_at31385_at31511_at31396_r_atAFFX−HUMGAPDH/M33197_5_at31708_at31546_at31573_at31330_at31568_at31583_at31509_at31584_at31697_s_atAFFX−HSAC07/X00351_5_atAFFX−HSAC07/X00351_M_atAFFX−HUMGAPDH/M33197_3_atAFFX−HSAC07/X00351_3_at31444_s_at

Figure 17: Plot of the first two principal components of a sample ExpressionSet.
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